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IES302 2011/2 Part II.1 Dr.Prapun

11 Descriptive Statistics

Statistics is the science of data. An important aspect of dealing
with data is organizing and summarizing the data in ways that
facilitate its interpretation and subsequent analysis. This aspect
of statistics is called descriptive statistics.

Definition 11.1. In most statistics problems, we almost always
work with a sample of observations that has been selected from
some larger population of observations.

(a) In general, a population is defined as a collection of persons,
objects, or items of interest.

• The population can be a widely defined category, such as
“all automobiles,” or it can be narrowly defined, such as
“all Ford Mustang cars produced from 2008 to 2010.”

• A population can be a group of people, such as “all work-
ers presently employed by Microsoft,” or it can be a set
of objects, such as “all dishwashers produced on March
13, 2012, by the General Electric Company at Louisville
plant.”

• The researcher defines the population to be whatever he
or she is studying.

• When researchers gather data from the whole population
for a given measurement of interest, they call it a census.
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(b) A sample is a portion of the whole and, if properly taken, is
representative of the whole.

• Because of time and money limitations, researcher often
prefer to work with a sample of the population instead of
the entire population.

• For example, in conducting quality-control experiments
to determine the average life of lightbulbs, a lightbulb
manufacturer might randomly sample only 75 lightbulbs
during a production run.

We often find it useful to describe data features numerically.
For example, we can characterize the location or central tendency
in the data by the ordinary arithmetic average or mean. Because
we almost always think of our data as a sample, we will refer to
the arithmetic mean as the sample mean.

Definition 11.2. If the n observations in a sample are denoted by
x1, x2, . . . , xn, the sample mean is

The variability or scatter in the data may be described by the
sample variance or the sample standard deviation.

Definition 11.3. If x1, x2, . . . , xn is a sample of n observations,
the sample variance is

The sample standard deviation, s, is the positive square
root of the sample variance.

11.4. The units of measurement for the sample variance are the
square of the original units of the variable. The standard deviation
has the desirable property of measuring variability in the original
units of the variable of interest.
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Example 11.5. Suppose a sample contains three observations:
x1 = 1, x2 = 3, x3 = 4.

11.6. The sample mean and sample variance could be used as
estimates of the population mean and the population variance,
respectively.

Definition 11.7. Another useful measure of variability is the sam-
ple range which is simply the difference between the largest and
smallest observations. In particular, if the n observations in a
sample are denoted by x1, x2, . . . , xn, the sample range is

Although the range is easy to use and understand, it has the
weakness of being able to recognize only the extreme values in the
data.

Definition 11.8. The sample median is a measure of central
tendency that divides the data into two equal parts, half below
the median and half above.
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• If the number of observations is even, the median is halfway
between the two central values.

• If the number of observations is odd, the median is the central
value.

Example 11.9. Consider the data shown in Figure 11 for ship-
ments of peanuts from a hypothetical U.S. exporter to five Cana-
dian cities.

Because these were the only Canadian cities identified as receiving U.S.
peanuts from this supplier during this period, they can be considered a popula-
tion. We can calculate the arithmetic mean (�) for these data as follows:

On the average, each Canadian destination for this U.S. company’s peanuts
received 127.4 thousand bags of peanuts during the time period involved. 

To help understand what the arithmetic mean represents, picture a play-
ground seesaw with markings ranging from 0 at one end to 300 at the other end,
with five people of equal weight sitting at positions matching the shipments
received by each Canadian city. Assuming a weightless seesaw, the individuals
would be perfectly balanced when the pivot bar is located exactly at the 127.4
position, as shown in part (b) of Figure 3.1.

Figure 3.1 also reveals a potential weakness of the mean as a descriptor of typ-
icalness. Notice in part (b) that three of the five cities received relatively moderate
shipments, 15.0, 45.0, and 64.0 thousand bags, while the other two cities received
228.0 and 285.0 thousand bags of peanuts. Thus each of the latter received more
than the other three cities combined. This results in three of the five cities having
shipments that are far below the average, making the arithmetic mean not as typical
as we might like. A solution to this difficulty is the median, to be discussed shortly.

� �
�xi

N
�

64.0 � 15.0 � 285.0 � 228.0 � 45.0
5

� 127.4 thousand bags

60 Part 1: Business Statistics: Introduction and Background

City Peanuts (Thousands of Bags)

Montreal 64.0
Ottawa 15.0
Toronto 285.0
Vancouver 228.0
Winnipeg 45.0

(a) Center of gravity on a seesaw

(b) Arithmetic mean of five data values in the text

C'mon Arnold,
Mom says to
let us down.

15 45 64

0 50 100 150 200 250 300

127.4 = Mean

Center of gravity

228 285

FIGURE 3.1
The arithmetic mean, 
or average, is a mathemati-
cal counterpart to the cen-
ter of gravity on a seesaw.
Although the influence of
the two values that are
more than 200 thousand is
not quite as great as that of
Arnold, it causes the arith-
metic mean to be greater
than three of the five data
values.

Figure 11: The numbers of bags of peanuts (in thousands) shipped by the U.S.
exporter to five Canadian cities.

Example 11.10. Ryder System, Inc. reported the following data
for percentage return on average assets over an 8-year period20

Raw data: 2.8 7.0 1.6 0.4 1.9 2.6 3.8 3.8

Definition 11.11. The sample mode is the most frequently oc-
curring data value.

20Source: Ryder System, Inc., 2005, 2003, and 1998 Annual Reports.
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Example 11.12. Consider again the 8 years of return-on-assets
data reported by Ryder System, Inc.:

11.13. Depending on the data, there can be more than one mode.
For example, if the leftmost data value in Example 11.12 had been
1.6 instead of 0.4, there would have been two modes, 1.6 and 3.8

11.14. Distribution Shape and Measures of Central Tendency:
The relative values of the mean, median, and mode are very much
dependent on the shape of the distribution for the data they are
describing.

Skewness refers to the tendency of the distribution to “tail off”
to the right or left, as shown in parts (b) and (c) of Figure 12. In
examining the three distribution shapes shown in the figure, note
the following relationships among the mean, median, and mode:

However, as pointed out earlier, the mean can be strongly influenced by just
one or two very low or high values. A demonstration of how a single observa-
tion can affect the mean and median is shown in Seeing Statistics Applet 1, at
the end of the chapter.

• There will be just one value for the mean and one value for the median. How-
ever, as indicated previously, the data may have more than one mode.

• The mode tends to be less useful than the mean and median as a measure of
central tendency. Under certain circumstances, however, the mode can be
uniquely valuable. For example, when a television retailer decides how many
of each screen size to stock, it would do him little good to know that the mean
television set sold has a 32.53-inch screen—after all, there is no such thing as
a 32.53-inch television. Knowledge that the mode is 30 inches would be much
more useful.

Distribution Shape and Measures 
of Central Tendency

The relative values of the mean, median, and mode are very much dependent on
the shape of the distribution for the data they are describing. As Figure 3.2 shows,
distributions may be described in terms of symmetry and skewness. In a symmetrical
distribution, such as that shown in part (a), the left and right sides of the distribu-
tion are mirror images of each other. The distribution in part (a) has a single
mode, is bell shaped, and is known as the normal distribution. It will be discussed
in Chapter 6—for now, just note that the values of the mean, median, and mode
are equal.

Chapter 3: Statistical Description of Data 63

Mean, Median, and Mode

Frequency

(a) Symmetrical distribution

MeanMode
Median

Frequency

(b) Positively skewed distribution

Mean Mode
Median

Frequency

(c) Negatively skewed distribution

The shape of the distribution determines the relative positions of the mean, median, and mode for a set of data values.

FIGURE 3.2

Figure 12: The shape of the distribution determines the relative positions of
the mean, median, and mode for a set of data values.

(a) Symmetrical distribution: The mean, median, and mode
are the same. This will be true for any symmetrical unimodal
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distribution, such as this one. (When a distribution is bi-
modal, it will of course be impossible for the mean, median,
and both modes to be equal.)

(b) Positively skewed distribution: The mean is greater than
the median, which in turn is greater than the mode.

• Income distributions tend to be positively skewed, since
there is a lower limit of zero, but practically no upper
limit on how much a select few might earn. In such sit-
uations, the median will tend to be a better measure of
central tendency than the mean.

(c) Negatively skewed distribution: The mean is less than the
median, which in turn is less than the mode. Data that have
an upper limit (e.g., due to the maximum seating capacity
of a theater or stadium) may exhibit a distribution that is
negatively skewed. As with the positively skewed distribution,
the median is less influenced by extreme values and tends to
be a better measure of central tendency than the mean.

Example 11.15. The incomes21 of males who were 25 or older in
2000 were distributed as shown in Figure 13:

Skewness refers to the tendency of the distribution to “tail off” to the right or
left, as shown in parts (b) and (c) of Figure 3.2. In examining the three distribu-
tion shapes shown in the figure, note the following relationships among the mean,
median, and mode:

• Symmetrical distribution The mean, median, and mode are the same. This
will be true for any unimodal distribution, such as this one. (When a distribu-
tion is bimodal, it will of course be impossible for the mean, median, and both
modes to be equal.)

• Positively skewed distribution The mean is greater than the median, which
in turn is greater than the mode. Income distributions tend to be positively
skewed, since there is a lower limit of zero, but practically no upper limit on
how much a select few might earn. In such situations, the median will tend to
be a better measure of central tendency than the mean. Statistics in Action 3.1
shows the income distribution for male income-earners in the United States.
For each of the five age groups, the mean is greater than the median, indicat-
ing that all of the distributions are positively skewed.

• Negatively skewed distribution The mean is less than the median, which in
turn is less than the mode. Data that have an upper limit (e.g., due to the max-
imum seating capacity of a theater or stadium) may exhibit a distribution that
is negatively skewed. As with the positively skewed distribution, the median is
less influenced by extreme values and tends to be a better measure of central
tendency than the mean.

Data values are skewed positively when the mean exceeds
the median, and incomes are especially likely to exhibit this

type of distribution. For example, the incomes of males
who were 25 or older in 2000 were distributed as follows:

For each of these distributions, the mean exceeds the
median, reflecting that incomes are skewed positively 
(toward larger incomes) for all of these age groups. In addi-
tion, the gap between the median and the mean tends to
grow as we proceed from the youngest age group to the
oldest. The gap is especially pronounced for 65-or-over

males—many of these people are on fixed incomes, but
others may have incomes that are quite substantial.

Source: Bureau of the Census, U.S. Department of Commerce, Statistical
Abstract of the United States 2002, pp. 439–440.

statistics in action 1.1

U.S. Males Post Skewed Incomes

statistics in action 3.1

Age Group

Income 25 to �35 35 to �45 45 to �55 55 to �65 65 or over

under $10,000 8.4% 7.7% 8.4% 11.6% 18.7%
$10,000–under $25,000 29.9 21.0 17.7 24.4 45.2
$25,000–under $50,000 40.5 36.7 34.6 30.4 23.5
$50,000–under $75,000 13.8 19.6 20.3 16.7 6.4
$75,000 or over 7.4 15.0 19.0 16.9 6.3

100.0 100.0 100.0 100.0 100.1*

Median (thousands) $30.63 $37.09 $41.07 $34.41 $19.17
Mean (thousands) $42.15 $53.48 $58.46 $61.05 $56.50

*Differs from 100.0 due to rounding.

Figure 13: Income distribution for male income-earners in the United States

21Source: Bureau of the Census, U.S. Department of Commerce, Statistical Abstract of the
United States 2002, pp. 439440.
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For each of these distributions, the mean exceeds the median,
reflecting that incomes are skewed positively (toward larger in-
comes) for all of these age groups.

Definition 11.16. When an ordered set of data is divided into
four equal parts, the division points are called quartiles .

(a) The first or lower quartile , q1, is a value that has approx-
imately 25% of the observations below it and approximately
75% of the observations above.

(b) The second quartile , q2, has approximately 50% of the ob-
servations below its value.

• The second quartile is exactly equal to the median.

(c) The third or upper quartile , q3, has approximately 75% of
the observations below its value.

Example 11.17. Figure 14 shows the data on new privately owned
housing22.

Definition 11.18. The interquartile range (IQR) is defined as

It can also be used as a measure of variability.

Definition 11.19. The box plot (or box-and-whisker plot) is a
graphical display that simultaneously describes several important
features of a data set, such as center, spread, departure from sym-
metry, and identification of unusual observations or outliers.

22Source: Bureau of the Census, U.S. Department of Commerce, Construction Reports,
series C20.
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Chapter 3: Statistical Description of Data 69

FIGURE 3.4

(a) Raw data (new housing starts, in thousands)

State Starts State Starts State Starts State Starts State Starts

AL 17.2 HI 7.3 MA 39.2 NM 11.8 SD 2.5
AK 4.0 ID 4.3 MI 37.6 NY 61.9 TN 38.1
AZ 71.8 IL 38.7 MN 28.6 NC 70.7 TX 143.1
AR 9.9 IN 23.0 MS 8.8 ND 2.6 UT 16.5
CA 271.4 IA 5.2 MO 27.2 OH 33.0 VT 4.1
CO 32.8 KS 13.3 MT 2.0 OK 10.7 VA 64.1
CT 24.5 KY 13.8 NE 5.0 OR 11.3 WA 35.5
DE 4.6 LA 18.8 NV 14.0 PA 43.6 WV 1.5
FL 202.6 ME 8.1 NH 17.8 RI 5.4 WI 20.2
GA 73.1 MD 42.1 NJ 55.0 SC 32.8 WY 1.2

(b) Data arranged from smallest to largest

1.2 5.2 13.8 28.6 43.6
1.5 5.4 14.0 32.8 55.0
2.0 7.3 16.5 32.8 61.9
2.5 8.1 17.2 33.0 64.1
2.6 8.8 17.8 35.5 70.7
4.0 9.9 18.8 37.6 71.8
4.1 10.7 20.2 38.1 73.1
4.3 11.3 23.0 38.7 143.1
4.6 11.8 24.5 39.2 202.6
5.0 13.3 27.2 42.1 271.4

(c) Quartiles

25% of values

25% of values
25% of values

25% of values

Q1 = 6.8 Q2 = 18.3 Q3 = 38.8
Q3 – Q1 

Interquartile range = Q3 – Q1 = 38.8 – 6.8 = 32.0

0 10 20

2

30 40 50 60 70 80

Quartile deviation =
38.8 – 6.8

2
= = 16.0

Raw data, ordered data, and quartiles for new privately owned housing starts in the 50 U.S. states
Source: Bureau of the Census, U.S. Department of Commerce, Construction Reports, series C20.

Figure 14: Raw data, ordered data, and quartiles for new privately owned
housing starts in the 50 U.S. states
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• The box encloses the interquartile range with the left (or
lower) edge at the first quartile, q1, and the right (or upper)
edge at the third quartile, q3.

• A line is drawn through the box at the second quartile (which
is the 50th percentile or the median),

• A line, or whisker, extends from each end of the box. The
lower whisker is a line from the first quartile to the smallest
data point within 1.5 interquartile ranges from the first quar-
tile. The upper whisker is a line from the third quartile to
the largest data point within 1.5 interquartile ranges from the
third quartile.

• Data farther from the box than the whiskers are plotted as
individual points.

• A point beyond a whisker, but less than three interquartile
ranges from the box edge, is called an outlier.

• A point more than three interquartile ranges from the box
edge is called an extreme outlier.

208 CHAPTER 6 DESCRIPTIVE STATISTICS

Whisker extends to
smallest data point within
1.5 interquartile ranges from 
first quartile

First quartile Second quartile Third quartile

Whisker extends to
largest data point within
1.5 interquartile ranges 
from third quartile

IIQR1.5 IIQR 1.5 IIQR 1.5 IIQR 1.5 IIQR

Outliers Outliers Extreme outlier
Figure 6-13 Descrip-
tion of a box plot.

6-4 BOX PLOTS

The stem-and-leaf display and the histogram provide general visual impressions about a data
set, while numerical quantities such as or s provide information about only one feature of
the data. The box plot is a graphical display that simultaneously describes several important
features of a data set, such as center, spread, departure from symmetry, and identification of
unusual observations or outliers.

A box plot displays the three quartiles, the minimum, and the maximum of the data on a rec-
tangular box, aligned either horizontally or vertically. The box encloses the interquartile range with
the left (or lower) edge at the first quartile, q1, and the right (or upper) edge at the third quartile, q3.
A line is drawn through the box at the second quartile (which is the 50th percentile or the median),

A line, or whisker, extends from each end of the box. The lower whisker is a line from the
first quartile to the smallest data point within 1.5 interquartile ranges from the first quartile. The
upper whisker is a line from the third quartile to the largest data point within 1.5 interquartile
ranges from the third quartile. Data farther from the box than the whiskers are plotted as individ-
ual points. A point beyond a whisker, but less than three interquartile ranges from the box edge, is
called an outlier. A point more than three interquartile ranges from the box edge is called an
extreme outlier. See Fig. 6-13. Occasionally, different symbols, such as open and filled circles, are
used to identify the two types of outliers. Sometimes box plots are called box-and-whisker plots.

Figure 6-14 presents the box plot from Minitab for the alloy compressive strength data
shown in Table 6-2. This box plot indicates that the distribution of compressive strengths is
fairly symmetric around the central value, because the left and right whiskers and the lengths
of the left and right boxes around the median are about the same. There are also two mild out-
liers at lower strength and one at higher strength. The upper whisker extends to observation
237 because it is the greatest observation below the limit for upper outliers. This limit is

The lower whisker extends to observation 97q3 � 1.5IQR � 181 � 1.51181 � 143.52 � 237.25.

q2 � x.

x�

237.25 237
* 245

181

143.5

87.25

S
tr

e
n
g
th

1.5 IIQR

1.5 IIQR

IIQR

97

* 87

q3 = 181

q2 = 161.5

q1 = 143.5

250

200

150

100

* 76

Figure 6-14 Box
plot for compressive
strength data in 
Table 6-2.
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Figure 15: Description of a box plot.

Occasionally, different symbols, such as open and filled circles,
are used to identify the two types of outliers. Sometimes box plots
are called box-and-whisker plots.
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Chapter 3: Statistical Description of Data 77

computer solutions 3.3
The Box Plot

EXCEL

1. Open the data file CX03HOUS.XLS. Click on A1 and drag to A51 to select the data values in cells A1:A51. Click
Tools. Click Data Analysis Plus.

2. In the Data Analysis Plus menu, click Box Plot. Click OK. Ensure that the Input Range box contains the range you
specified in step 1. Click Labels. Click OK.

3. Improve the appearance by selecting and rearranging the components of the printout.

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21

A B C D E F G H
Box Plot
Hstarts
Smallest = 1.2
Q1 = 6.825
Median = 18.3
Q3 = 38.825
Largest = 271.4
IQR = 32
Outliers: 271.4, 202.6, 143.1,

BoxPlot

0.0 50.0 100.0 150.0 200.0 250.0 300.0

3.4ADDITIONAL DISPERSION TOPICS

The Box-and-Whisker Plot

Also referred to as a box plot, the box-and-whisker plot is a graphical device that
simultaneously displays several of the measures of central tendency and disper-
sion discussed previously in the chapter. It highlights the first and third quartiles,
the median, and the extreme values in the data, allowing us to easily identify these
descriptors. We can also see whether the distribution is symmetrical or whether it
is skewed either negatively or positively.

Computer Solutions 3.3 describes the procedures and shows the results when
we use Excel and Minitab to generate a box plot for the housing-starts data

(continued)

Figure 16: Example of a box plot.

11.20. Box plots are very useful in graphical comparisons among
data sets, because they have high visual impact and are easy to
understand. For example, Figure 17 shows the comparative box
plots for a manufacturing quality index on semiconductor devices
at three manufacturing plants. Inspection of this display reveals
that there is too much variability at plant 2 and that plants 2 and
3 need to raise their quality index performance. 6-4 BOX PLOTS 209

6-53. The “cold start ignition time” of an automobile engine
is being investigated by a gasoline manufacturer. The follow-
ing times (in seconds) were obtained for a test vehicle: 1.75,
1.92, 2.62, 2.35, 3.09, 3.15, 2.53, 1.91.
(a) Calculate the sample mean, sample variance, and sample

standard deviation.
(b) Construct a box plot of the data.

6-54. An article in Transactions of the Institution of
Chemical Engineers (Vol. 34, 1956, pp. 280–293) reported
data from an experiment investigating the effect of several
process variables on the vapor phase oxidation of naphtha-
lene. A sample of the percentage mole conversion of naphtha-
lene to maleic anhydride follows: 4.2, 4.7, 4.7, 5.0, 3.8, 3.6,
3.0, 5.1, 3.1, 3.8, 4.8, 4.0, 5.2, 4.3, 2.8, 2.0, 2.8, 3.3, 4.8, 5.0.
(a) Calculate the sample mean, sample variance, and sample

standard deviation.
(b) Construct a box plot of the data.

6-55. The nine measurements that follow are furnace tem-
peratures recorded on successive batches in a semiconductor
manufacturing process (units are ): 953, 950, 948, 955, 951,
949, 957, 954, 955.
(a) Calculate the sample mean, sample variance, and standard

deviation.
(b) Find the median. How much could the largest temperature

measurement increase without changing the median value?
(c) Construct a box plot of the data.

	F

6-56. Exercise 6-18 presents drag coefficients for the
NASA 0012 airfoil. You were asked to calculate the sample
mean, sample variance, and sample standard deviation of
those coefficients.
(a) Find the median and the upper and lower quartiles of the

drag coefficients.
(b) Construct a box plot of the data.
(c) Set aside the largest observation (100) and rework parts

(a) and (b). Comment on your findings.

6-57. Exercise 6-19 presented the joint temperatures of
the O-rings (°F) for each test firing or actual launch of the
space shuttle rocket motor. In that exercise you were asked
to find the sample mean and sample standard deviation of
temperature.
(a) Find the median and the upper and lower quartiles of 

temperature.
(b) Set aside the smallest observation ( and recompute 

the quantities in part (a). Comment on your findings. How
“different” are the other temperatures from this smallest
value?

(c) Construct a box plot of the data and comment on the pos-
sible presence of outliers.

6-58. Reconsider the motor fuel octane rating data in
Exercise 6-20. Construct a box plot of the data and write an
interpretation of the plot. How does the box plot compare in in-
terpretive value to the original stem-and-leaf diagram?

31	F2

EXERCISES FOR SECTION 6-4

because it is the smallest observation above the limit for lower outliers. This limit is
.

Box plots are very useful in graphical comparisons among data sets, because they have
high visual impact and are easy to understand. For example, Fig. 6-15 shows the comparative
box plots for a manufacturing quality index on semiconductor devices at three manufacturing
plants. Inspection of this display reveals that there is too much variability at plant 2 and that
plants 2 and 3 need to raise their quality index performance.

q1 � 1.5IQR � 143.5 � 1.51181 � 143.52 � 87.25

Figure 6-15
Comparative box
plots of a quality in-
dex at three plants.
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Figure 17: Comparative box plots.
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